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We present an approach to content-based sound retrieval  using auditory
models, self-organizing neural networks, and string matching techniques. It
addresses the issues of spotting perceptually similar occurrences of a
particular sound event in an audio document. After introducing the problem
and the basic approach we describe the individual stages of the system and
give references to additional literature. The third section of the paper
summarizes the preliminary experiments involving auditory models and self-
organizing maps we carried out so far, and the final discussion reflects on the
overall concept and suggests further directions.
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1 Introduction

1.1 Problem

The possibility of storing large quantities of sound or video data on digital
media has resulted in a growing demand for content-based retrieval
techniques to search multimedia data for particular events without using
annotations or other meta-data. This paper presents an approach to a task
that can be described as sound spotting: the detection of perceptually similar
sounds in a given document, using a query by example, i.e. selecting a
particular sound event and searching for ‘similar’ occurrences. The proposed
system could be applied to content-based retrieval of sound events from
digital recordings or broadcasting archives or to aid transcription and analysis
of non-notated music.

A special problem is posed by the definition of perceptual similarity: sound
perception comprises so many different aspects (such as loudness, pitch,
timbre, location, duration) that it is very hard to define a general perceptual
distance measure for a pair of sounds. Even if the variability is restricted to
timbre alone, it is still largely uncertain how to define a timbre space with
respect to any underlying acoustical features (Hajda, Kendall, Carterette and
Harshberger 1997). Therefore we decided to define ‘similarity‘ within the
scope of our system as characterized by a similar evolution of cochleagram
frames.



1.2 



Figure 1. Waveform and cochleagram representation of a sound sample
consisting of short tone and noise bursts. The cochleagram was produced by
the AF/IHC model. The 44,000 samples of the waveform representation are
reduced to 200 frames in the cochleagram.

We carried out a number experiments to investigate the suitability of different
auditory representations within the framework of our system. The
corresponding models are briefly described in the following sections.

2.1.1 Auditory filterbank and inner hair cell model (AF/IHC)

This model combines an auditory filterbank (Patterson 1992, Slaney 1993)



transform. MFCC provide a substantial data reduction, because a dozen
coefficients often suffice to characterize the acoustic signal.

2.2 Self-organizing map

Self-organizing maps constitute a particular class of artificial neural networks,
which is inspired by brain maps forming reduced representations of relevant
facts (e.g. the tonotopic map of pitch in the auditory cortex). The SOM was
developed and formalized by Kohonen (Kohonen 1982), and has meanwhile
been utilized in a wide range of fields (cf. Kohonen 2000). Applications include
visualization and clustering of multidimensional data as well as statistical
pattern recognition.

A self-organizing map can be imagined as a latticed array of neurons, each of
which is associated with a multidimensional weight vector. The weight vectors
must have the same number of components as the input vectors to enable a
mapping of the input data onto the lattice. Self-organization takes place during
the training phase, where the preprocessed data is repeatedly presented to
the network. For each input vector, a best-matching unit is determined and its
weight vector adjusted towards the input vector. By adapting not only the
best-matching unit, but also its neighbours, the network ‘learns’ the global
topology of the input data and forms a set of ordered discrete reference
vectors. These reference vectors can be regarded as a reduced
representation of the original data.

To enable an efficient pattern matching process in the third stage of the
system we represent the vectors by their index numbers only and disregard
their mutual relations except for the binary distinction between ‘equal’ and



procedures and results can be found in previous publications (Spevak and
Polfreman 2000, Spevak, Polfreman and Loomes 2001).
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Figure 2. U-matrix of a SOM comprising twenty units by seventeen after
training it with the test sounds preprocessed by the AF/IHC model. Different
shades of grey represent the weight space distances between adjacent units
on the lattice; cluster borders are indicated by darker colours.

Figure 3. Still frame from a film visualizing the trajectory produced by a
sequence of quickly alternating tone and noise bursts, preprocessed with
Lyon's cochlear model, on a seven by twelve SOM.

3.2 Results

3.2.1 Auditory models

The functional similarity of the two auditory models – AF/IHC and Lyon’s
cochlea model – as opposed to the MFCC representation was clearly
reflected in the the organization of the SOMs and the course of the
trajectories. The trajectories produced by the auditory models were generally
smoother than those obtained with MFCC, which was mainly caused by the



lowpass filtering in the data reduction stage. The MFCC trajectories reacted
immediatedly to changes in the sound signal and tended to oscillate between
two or more units even for perceptually steady sounds.
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